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Abstract—Patients may stop taking medications after a certain point for various reasons, such as severe side effects, prohibitive costs, or ineffective treatments. Being able to analyze the reason patients stop taking medications is very important to medical practitioners, for example, who can come up with new treatment plans, prescribe different medication if there are side effects. In this paper, we focus on online health forums and define the problem as a binary classification task (i.e., if a patient has stopped taking a medication or not). We chose to focus on health forums here since these are the platforms usually patients go to ask for support online. We propose linguistics features of various complexity and present an in-depth analysis of the results which give us new insights into the task at hand.

I. INTRODUCTION

Medication non-adherence is a huge issue in the health community where up to about half the patients do not take medication as prescribed [1], [2]. Not surprisingly, non-adherence is responsible for an estimated burden of 337 billions dollars per year in direct and indirect health care costs [3]. Analyzing why patients do not adhere to prescribed medications has a huge impact on cutting health care costs in the long run.

In analyzing medical non-adherence, the first step is in understanding why people have stopped taking a given medication, a subset of non-adherence. According to a previous study [4], there are four reasons why patients stop taking medication:

1. Experience of loss by the use of medication (adverse drug reaction)
2. Personal meanings associated with taking medication (taking anti-depressants means admitting one is depressed)
3. Different feelings evoked by the process of taking medication (emotions, such as disgust or humiliation at the thought of taking the medication)
4. Perceived changes in payoff matrix (efficacy of medication)

However, there are many limitations to this study. For example, the experiments were conducted in a controlled session where researchers asked participants in-depth questions. Due to the formal environment/setting in which the study was conducted, patients may not have expressed themselves as freely as they would have in an informal setting. Moreover, it is very difficult to scale up the research and generalize it to different demographics in such a formal environment.

A possible solution to this problem is to make use of online social media. This has been an active medium for various healthcare tasks such as epidemiologic studies which looked at drug adverse reactions [5], [6], [7]. Social media is also appealing due to its scale - i.e., it is possible to conduct studies on a large number of problems with input from many people/patients around the world. Furthermore, most of the research seems to indicate that the findings in this medium are consistent with the real world findings as well.

In this work, we tackle the issue of medication use. In particular, we want to analyze why people have stopped taking medication and, as a first step we focus on identifying whether a person has stopped taking a given medication or not - a binary classification problem given a medication of interest. We note that this is not the only approach on how a medication may be used - for example, patients may indicate that they are currently taking the medication, or may simply be asking questions about a given medication. We consider these intents as ‘Others’ category and focus primarily on identifying whether a person has stopped taking a given medication or not. We used user messages in health forums as appropriate data and genre because people tend to give more descriptive reasons on why they may have stopped taking medication compared to micro-blogs despite potentials for bigger amounts of data. We have identified feature sets that were successful in similar tasks, and adapted these to suit our problem at hand. We then analyzed these features to see how different complex features perform with regard to the identification process.

Our contribution is as follows:

1. To the best of our knowledge, we are the first to tackle the problem of whether a person stopped taking medication or not in the online health domain.
2. We adapted existing features that were successful in previous health status tasks (we denote these as informative baselines features), and proposed new complex features for the problem domain. We further analyzed how much each of the different feature types contribute...
to the classification performance.

3. Our experiments also provide interesting insights not only to the language technology community, but also to health practitioners and the healthcare insurance industry. For example, when patients stop taking anti-depressants, they generally seems to have tried more than one medications, experience that generates emotions such as disgust and sadness.

4. We make our new, reliably annotated dataset publicly available. (website will be provided in the conference proceedings).

II. RELATED WORKS

Previous research has focused mainly on identifying the reasons for which people have stopped a health related behavior. A famous example is an I2B2 challenge where the task was to identify patients’ smoking status from medical discharge records [8]. The competition results show that a combination of good keywords, lexical and semantic features is important in improving the classification accuracy [9]. Although related, our work differs in two respects. First, we focus on health forums where sentence structures tend to be less grammatical. Second, there may be more than one type of medications that are mentioned in a given text. This makes the task of identifying which medication the patient had stopped taking, and which medication the person is currently taking a lot more challenging.

Another work, perhaps most similar to ours, analyzed health forums about drug addictions [10]. They proposed a conditional random fields model to show how patients go from being addicted to a drug, to weaning out, to withdrawal or recovery. The biggest difference between this work and our work is that we focus on prescription drugs whereas they focus specifically on drug addiction and recovery, so the problem setting is a bit different. Furthermore, they focus more on the individual’s addiction phases, whereas we are more interested in the status of medication, i.e., the focus is more on the medication than the patient.

Aggregating health information from social media is another popular area of research. One line of work focuses on finding adverse effects of a given medication [11], [7], [12], with the goal of identifying undiscovered side effects from health forums. They assume that side effects can be modeled by topic modeling in this line of research. Similarly, summarizing drug usage from social media is a growing line of research where some works model how different demographics use drugs differently [13], [14] while others focus more on pharmacovigilance [15], [16].

III. DATASET AND EXPERIMENTATION SETTINGS

In conducting our experiments, we first collected a dataset in which we labeled whether a patient had stopped taking a given medication or not. Unfortunately, we couldn’t find any (available) dataset annotated with this kind of information, so we annotated the dataset ourselves. We first crawled a depression forum1. The rational is that depression is one of the most prevalent conditions that affects a wide range of demographics [17]. By manual inspection of a few forum messages, we decided to focus on three popular depression drugs (Zoloft, Paxil and Cymbalta) as our target medication to annotate whether the patient had stopped taking the medication or not. For each medication, we chose an opening post which contained the medication of interest in a given thread and determined whether the person had stopped taking the medication or not. Notice that our task is to classify, for the ‘Stop’ label, whether the person has stopped taking the medication of interest. The Others label refers to all the other situations, such as they are currently taking the medication, or wanting to learn more about the medication, or citing previous research conducted on the medication. Two annotators, one student in Linguistics and one in Natural Language Processing, labeled 300 forum posts for each medication, for a total of 900 labeled forum posts. These forum posts were randomly selected from the crawled dataset. Next, we calculated the agreements using Cohen’s Kappa coefficient, shown here in Table I. The data distribution is shown in Figure 1.

For any forum posts that the labelers disagreed on, there was an adjudication process to determine the final labels. Change of dosage was often a source of confusion, for example I was on Zoloft 100mg and then double and then i even eat a crocus plant... Confusions were especially evident when there were multiple mentions of changes of dosage. These were adjudicated after re-reading the forum posts and then agreeing upon the final label. A subset of these errors occurred when patients were weaning off medications. While the intents of these were often to stop taking the medication, unless it is clear from the text that they ultimately stopped taking the medication, these were generally labeled as ‘Others’. Another source of confusion is when the forum post was lengthy as

<table>
<thead>
<tr>
<th>Drug</th>
<th>Zoloft</th>
<th>Paxil</th>
<th>Cymbalta</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agreement</td>
<td>0.81</td>
<td>0.75</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 1: Number of labels for different medications

TABLE I: Cohen’s Kappa coefficient for Inter-rater agreement for the three different medications considered
there was a lot of information the labelers had to absorb (they had to read the text multiple times).

For all of the experiments, we used Support Vector Machines\(^2\) with 10-fold cross validation. We chose SVM because it is generally considered to be a good classifier on sparse datasets.

IV. FEATURES

We experiment first with informative baseline features. For this, we identified features from the research literature on projects similar to ours. We then came up with additional features to address common errors the informative baseline features made. Unless otherwise annotated, we considered all our features equally likely, thus having a weight value of one.

A. Informative Baseline Features: Definitions and Examples

**Keyword Pivoted Word Features:** In the I2B2 challenge, using a set of good keywords was one of the most popular and effective approach [9], [18]. One of the authors proposed extracting sentences which contain a set of keywords, and ran the K-Nearest Neighbor model on these sentences [18]. Another group proposed using windows of text up to 100 characters instead [19]. Following the spirit of these works, we experimented by curating a list of keywords: stop, quit, drop, try, wean, switch. We select a sentence if it has one of the curated keywords and the medication we are interested in, and then extract all the words as our feature set, using TF-IDF to assign weights to words.

**Odds Ratio Features:** MacLean, et. al., 2015 [10] proposed using odd log ratio for extracting keywords on post level as opposed to sentence level. This was feasible because the authors were interested in inferring the status of one medication in a given forum post, as opposed to potentially inferring multiple instances of the medication which is what we focus on. Thus, we adapt the odds ratio in such that we only take sentences that either have the medication of interest, or are those that precede, or succeed the drug. The ratio is a measure of strength of association and is given by:

\[
OR(t, s) = \frac{f_s(t) \cdot f_{\neg s}(\neg t)}{f_s(\neg t) \cdot f_{\neg s}(t)}
\]

where \(s\) is the state (such as Stop taking or Others), \(t\) is the term we are interested in calculating odds ratio, and \(f_s(t)\) is the number of sentences with state \(s\) that contain \(t\). \(f_s(\neg t)\) is the number of sentences that does not contain the term \(t\) for state \(s\), and \(f_{\neg s}(t)\) is for any other states that are not \(s\), how many times the term \(t\) appears. Similar to a previous research work [10], we also retain odds ratios which are greater than 2, and set the ratio as the feature weight for the odds ratio word. Furthermore, we do not include words that appeared less than 10 times in our corpus. We compare the results of calculating the odds ratio on a post level versus sentence level in our experiments, and indeed, we see that sentence level odds ratio improves over that of post level.

**Curated N-gram Pattern Features:** Using carefully curated rules was shown to be effective in detecting whether patients stopped smoking or not in medical notes [20]. This kind of work in particular proposed a set of seven rules to indicate whether a person may be a smoker or not. We adapt this approach and propose an automated rule generation framework which does not involve the stop keywords. In particular, we noticed that when a patient starts a sentence with a verb in past tense, followed by a preposition and a medication, it is likely to be an indication that the patient is not currently taking the medication. This may or may not be followed by a duration/temporal keyword. As an example, in the sentence I was on Zoloft for 3 months, we see that the past tense verb (was) is followed by a preposition and a medication name. Similarly, when a sentence starts with a present tense verb, it may be an indication that the patient is currently taking the medication, for example, I am currently taking Zoloft (adverbs are important here as well). We further note that patients may mention that they have switched from medication A to medication B. We add these as a feature set as well. More formally, we encode these rules as

\[
[VBD/VBN] [PREP] [MED]
\]

\[
[VBD/VBN] [FROM] [MED] [TO] [MED]
\]

where VBD is past tense verb, VBP is a present tense verb and VBN is verb participle. PREP and MED correspond to preposition and medication, respectively. We also replaced pronouns with the medication name if only one medication was mentioned in the previous sentence (i.e., we resolved the coreference). We further allowed the pattern words to appear few words away from each other, i.e., a PREP may appear 3 words after a VBD or a VBP.

**Time Features:** Mentions of time expressions has also been a very popular approach in previous research, either as part of a carefully orchestrated set of rules [20] or by utilizing a system that can distinguish expressions that indicate current time, recent past, and distant past [21]. One previous work [20], for example, used time tokens as part of the carefully orchestrated rules to improve the performance of the health status detection. Motivated by these lines of work, we used the rule generation framework from the previous section, and added temporal words at the end. This framework would capture the sentence I was on Zoloft for 3 months as having a temporal word since the word months appeared after the rule \([VBD/VBN] [PREP] [MED]\). Examples of temporal words are: currently, now, day, month, week, year.

**Emotion Features:** Finally, we experimented with emotion features as well. One of the reasons for which people stop taking medication is the feeling that may be evoked by the act of taking the medication [4]. For instance, if they do not like the idea of taking the medication itself (hatred), or the medication reminds them of some other events which make them feel sad, patients may stop taking the medication. Thus, we used SenticNet [22] which makes use of the idea of hour-glass of emotions in modeling the emotions of interest here.
The work organizes emotions around four independent, yet concomitant dimensions (sensitivity, attention, pleasantness, aptitude), whose different levels of activation make up the total emotional state of mind. Each of the dimensions may have positive or negative polarity which maps to different set of emotions. As an example, a positive pleasantness may indicate happiness, whereas a negative one may indicate sadness. Table III shows all 8 emotions we used from SenticNet. If a sentence contained the medication of interest, we used this emotion ontology and then normalized by the log of the emotion scores for each of the four dimensions. All of the features described in this section are summarized in Table II.

B. Informative Baseline Features: Experiments and Analysis

We were first curious about whether it would be beneficial to use words taken from the sentence level or from the passage level. Sentence level odds ratios were calculated using words taken only from those that contain the medication of interest, whereas post level ratios made use of the entire post. Our results are shown in Table IV.

We see that sentence level odds ratio outperforms the passage level one. This makes intuitive sense - in a given post, patients are likely to talk about myriads of topics and limiting the odds ratio calculation to the sentence which contains the medication of interest allows us to utilize only the words that are relevant to the medication itself. We show the top 10 highest ranked words for both sentence and passage odds ratios in Table V. In the case of sentence odds ratios, many of the words make intuitive sense. For example, ‘cold turkey’ is an often used expression when a patient stops taking medication suddenly. We see both ‘cold’ and ‘turkey’ in the top 10 highest ranked odds ratios. On the other hand, passage odds ratios do not quite indicate whether a person has stopped taking medication or not. It does, however, show that someone had something to do with medication (‘baby’, ‘dad’, ‘mom’, ‘man’ and ‘depressant’). This can be because in generating our dataset, we chose forum posts which contain the medication of interest.

Next, we were curious to see how much each additional different feature contributed to the performance of the task. Based on the previous results from experimenting with different types of odds ratio, we opted for sentence level odds ratio as the baseline method. Our results are shown in Table VI where we experiment by taking one feature out from all the feature sets that we have described in the previous section.

Other than the odds ratio features which we used as the baseline, curated n-gram pattern features seemed to have the biggest impact on the performance. This indicates that curated n-gram pattern features correctly captured many of the relevant phrases. Keywords played a big factor as well. Along with odds ratio, keyword based TF-IDF features captured the context in which the medication word appeared. Emotions also had some impact in the classification task. This seems to reiterate one of the hypotheses in our introduction where patients stop taking medication because of the feeling that...
relationship between a head word and its modifier word. In Stanford dependency parser [23] which gives the grammatical analysis we have conducted in the previous section, we saw improve the performance of our classifier as well as our introduce in the next section do capture this type of phrases. We did explicitly capture. However, the complex features we captured by our basic informative feature sets. As an example, ‘I was on Zoloft’ is a frequently occurring pattern that was on Zoloft and switched over to Paxil for about a year. It was captured by our basic informative feature sets. As an example, ‘I was on Zoloft and switched over to Paxil for about a year. Needless to say, I stopped taking the Cymbalta immediately and have now been off it 7 days. Prozac, Zoloft and now Celexa. Similarly, we have a sentence ‘Needless to say, I stopped taking the Cymbalta immediately and have now been off it 7 days.’ where the word ‘stop’ is a clausal complement of the verb ‘taking.’ These are not captured by the informative baseline features, but may be captured by more advanced feature sets.

Unaccounted Frequent Text Patterns: There were various patterns that seemed to appear frequently that were not captured by our basic informative feature sets. As an example, ‘I was on zoloft and switched over to paxil for about a year. Here ‘was on Zoloft’ is a frequently occurring pattern that we did explicitly capture. However, the complex features we introduce in the next section do capture this type of phrases.

C. Complex Features: Definitions and Examples

Based on the error analysis we have conducted, we propose here three new complex features and use them to further improve the performance of our classifier as well as our understanding of this challenging task.

Dependency Relation Features: Based on the error analysis we have conducted in the previous section, we saw that dependencies between words have a big impact on the classification task. Based on this intuition, we employed the Stanford dependency parser [23] which gives the grammatical relationship between a head word and its modifier word. In particular, this allows us to capture the relationship between a medication word and any other words that may be describing it. Capturing multi-word phrases becomes possible as well, for instance, ‘Stopped taking’ in our previous example which is given a clausal complement label.

Frequent Sequential Pattern Feature: We further noticed that sentences where patients described the times when they stopped taking medications, have similar structures. In order to capture this, we utilized a frequent sequential pattern mining algorithm [24]. The benefit of capturing frequent sequential patterns as opposed to n-grams is that the algorithm can capture words that are farther apart from each other. As an example, ‘I put me on effexor’ cannot be captured by a simple bigram (put on) since there is a pronoun that appears in between the two words, whereas this can be captured by frequent sequential patterns (as put on medication). In running frequent sequential patterns, we tokenized all occurrences of medication as either the current medication of interest (as ‘MEDICATION_TOK’), or other medications that are present in the post, but not something that we are interested in classifying whether the patient has stopped taking or not (as ‘OTHER_MEDICATION_TOK’), and set the weight as the log of the number of occurrences the pattern had in our corpus.

Co-reference Resolution Features: In many sentences, people would mention a medication and indicate if they stopped taking it the sentence after. Despite the usage of an existing off-the-shelf co-reference resolution toolkit [25], it quickly became apparent that the out-of-the-box features were not accurate in deciphering the coreferences. Thus, a heuristics method was used to resolve the problem. Whenever we saw words that may be indicative of medications (such as ‘medication,’ ‘med,’ and ‘anti-depressant’ as well as ‘it’) we replaced this with the last medication that we have seen as ‘medication,’ ‘med,’ and ‘anti-depressant’ as well as ‘it’.

D. Complex Features: Experiments and Analysis

We next experimented with complex features as well. We set the best performing combination of features from informative baseline features as the starting point of this experiment. For all possible combinations we have ran the experiment. Our results are shown on Table VII.

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Odds Ratio (Baseline)</td>
<td>0.641</td>
<td>0.562</td>
<td>0.593</td>
<td>0.737</td>
</tr>
<tr>
<td>Informative Baseline</td>
<td>0.673</td>
<td>0.640</td>
<td>0.650</td>
<td>0.762</td>
</tr>
<tr>
<td>Informative Feature - o</td>
<td>0.656</td>
<td>0.403</td>
<td>0.491</td>
<td>0.717</td>
</tr>
<tr>
<td>Informative Baseline - e</td>
<td>0.639</td>
<td>0.624</td>
<td>0.625</td>
<td>0.746</td>
</tr>
<tr>
<td>Informative Baseline - r</td>
<td>0.621</td>
<td>0.589</td>
<td>0.601</td>
<td>0.734</td>
</tr>
<tr>
<td>Informative Baseline - k</td>
<td>0.639</td>
<td>0.608</td>
<td>0.620</td>
<td>0.745</td>
</tr>
<tr>
<td>Informative Baseline - t</td>
<td>0.633</td>
<td>0.623</td>
<td>0.625</td>
<td>0.745</td>
</tr>
</tbody>
</table>

TABLE VI: Performance of different features. o: Odds ratio features, e: Emotion features, r: Curated n-gram pattern features, t: Time features, k: keyword-based TF-IDF features

<table>
<thead>
<tr>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-1</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Informative Baseline + d</td>
<td>0.702</td>
<td>0.616</td>
<td>0.652</td>
<td>0.775</td>
</tr>
<tr>
<td>Informative Baseline + f</td>
<td>0.708</td>
<td>0.633</td>
<td>0.693</td>
<td>0.809</td>
</tr>
<tr>
<td>Informative Baseline + c</td>
<td>0.661</td>
<td>0.634</td>
<td>0.643</td>
<td>0.759</td>
</tr>
<tr>
<td>Informative Baseline + d + f</td>
<td>0.756</td>
<td>0.627</td>
<td>0.684</td>
<td>0.802</td>
</tr>
<tr>
<td>Informative Baseline + c + f</td>
<td>0.771</td>
<td>0.638</td>
<td>0.695</td>
<td>0.810</td>
</tr>
<tr>
<td>Informative Baseline + c + d</td>
<td>0.700</td>
<td>0.606</td>
<td>0.646</td>
<td>0.772</td>
</tr>
<tr>
<td>Informative Baseline + d + f + c</td>
<td>0.786</td>
<td>0.636</td>
<td>0.701</td>
<td>0.817</td>
</tr>
</tbody>
</table>

We can see the complex features we proposed improved both precision and F-1 score. We have further noticed that frequent sequential pattern features had significant boost in improving the performance. Furthermore, the new features we proposed had improved primarily on precision with small reduction on recall. It is also interesting to note that adding co-reference features, by itself, does not improve performance compared to the informative baseline. However, we see an improvement when the co-reference feature is combined with other features.

There were also cases where the complex features did not perform very well. One common error was when the forum post had sequences of events. As an example, I got on Paxil 2 years ago and switched to Wellbutrin, then I was pregnant and switched to Prozac. I got back on medication, Paxil, two months ago, requires a temporal representation of taking/stop taking the medication, for a given user. A simple ‘stop taking’ label is difficult because the patient did stop taking the medication at one point, though now the person is taking the medication. While there is no previous research on exactly the problem we tackled here, there is some body of research on generating timelines [26], [27] which we will be able to leverage in future research to mitigate this problem.

Another common error was when the act of stop taking the medication was not explicitly mentioned. From the sentence, He’s been on Zoloft but he said that he walked around in a daze all the time and could barely function at work (his job requires that he is alert and ready to respond to problems constantly.) Now he’s trying a different med (the takes it sporadically - can’t remember the name), and it also makes him tired and like he’s in a fog. We see that the target person has now stopped taking the medication. However, this is inferred from what is written, and one way to classify this is by knowing that by taking a different medication, the person is no longer taking the other medication - i.e., deeper semantic inference. However, there are linguistic devices that will tell us if a person takes multiple pills at the same time, or has switched medication. We will explore such contexts in future work.

V. DISCUSSION

In this section, we analyzed the coefficients from our trained SVM. We have trained SVM using its primal form so that interpreting weights would be easier than if we had used the dual form. The differences in performance were negligible.

Curated n-gram pattern features were a strong indicator, where we found that a lot of patterns which followed [past tense verb] on medication, and [present tense verb] off medication were associated with ‘Stop taking’ patterns. Some other patterns that do not involve the prepositions/particles ‘on’ or ‘off’ were: ‘tried with medication,’ ‘started with medication,’ ‘told that medication,’ and ‘did like medication.’ Furthermore, time related features did have a small impact as well, though not as significant as that of the rules. The top 10 important curated n-gram pattern features we discovered are shown in Table VIII.

As for the Emotion features, ‘Stop taking’ label had strong inverse correlation among aptitude (0.011), pleasantness (0.00684), attention (0.00526) and sensitivity (0.00291) emotional aspects according to SenticNet. These correspond to disgust, sadness, surprise and fear when patients had stopped taking medications. We note that because of the emotion model we used, there are four different dimensions, and hence, four different emotions for each label. These seem to indicate that when patients stop taking medications, there are, indeed, correlations related to emotions, in particular, that of disgust and sadness.

Frequent sequential patterns dominated most of the highest scoring weights. The algorithm is able to capture many of the frequent patterns that occur. However, they may not make immediate semantic sense for the human analyst. In ‘Stop taking’ labels, past tense verbs (‘tried’, ‘been’, and ‘was’), and some prepositions/particles (‘off’) were commonly extracted as part of the patterns, whereas for Others label, present tense verbs (‘taking’, ‘am’) and other type of prepositions/particles (‘on’) were common. For both labels, the current medication of interest (such as Zoloft, Paxil or Cymbalta), annotated as MEDICATION_TOK were usually present in frequent patterns. These findings are consistent with what we have found in curated n-gram pattern features - for example, usefulness of prepositions/particles such as ‘off’ and ‘on,’ and phrases that start with ‘tried’ or ‘start.’ There were instances where ‘MEDICATION_TOK’ were not present, but the algorithm still thought it was a frequent pattern. For instance the pattern ‘i been off’ was considered to be an important feature for the ‘Stop taking’ label. While this may be a source of ambiguity (in the given frequent pattern, ‘i been off,’ there is no indication of which medication the author has been on), since a given sentence may be captured by more than one frequent sequential pattern, the fact that some frequent features did not have ‘MEDICATION_TOK’ is not a problem.

Another interesting observation is that the algorithm was able to find medications that are not the current medication of interest (annotated as ‘OTHER_MEDICATION_TOK’) to be useful as well, in particular for the Stop taking label. For example, we found a very frequent pattern, I MEDICATION_TOK OTHER_MEDICATION_TOK (used in the context of, I tried Zoloft, Paxil, and Cymbalta if the medication of interest was ‘Zoloft.’) to be indicative of stop taking medication. This indicates that often times patients mention other medications when they indicate that they have stopped taking a given medication, often times as an enumeration, or that they are now currently taking other medication. The top 10 most important features used by the classifier on both target classes are shown in Table IX.

We used a dependency parser to capture the relationship between words in a sentence with the hope that it would capture relevant relationships between words. Again, our top 10 most important features are shown in Table X. We discovered some verbs that describe medications, such as tapering/VBG - prep - MEDICATION_TOK/NN, and phrases that indicate (but do not necessarily explic-
We analyzed keyword-based features, and focused our attention on medications that were correlated with ‘Stop taking’ label or ‘Others’ label. Other than the medications that we focused on (Paxil, Zoloft and Cymbalta), we found that Lexapro, Prozac, Wellbutrin, Effexor, Celexa, Lamictal, Remeron, Abilify, and Pristiq were associated with ‘Stop taking’ labels as well. This seems to indicate again that patients often mention multiple medications when they indicate that they have stopped taking a given medication. On the other hand, the medications Seroquel and Buspar had weak negative correlations with the ‘Stop taking’ label. Seroquel is primarily used as an antipsychotic, and often used in conjunction with other medications to treat depression, and Buspar is often used to treat anxiety. Neither of the medications were primarily used as anti-depressants, which may explain why they had weak negative correlations to the ‘Stop taking’ label. However, we leave these issues for a future in-depth analysis of the complex problem of stop taking medications in social media forums.

VI. CONCLUSION

In this paper we looked at different features of various complexity to learn more about the problem domain. We started out by taking odds ratio of the words that appear in our corpus (i.e., ‘baseline’). We then proposed adding more features motivated by existing approaches that seemed to perform well in similar problem domains and tasks (i.e., ‘informed baseline’). After conducting an error analysis, we went on to propose complex features meant to capture some of the errors that the existing features were unable to capture - and these significantly improved the performance. As future work, we have several directions. First, we would like to investigate on how to encode the current state of the medication. Some of the common errors that the classifier made were in cases where there were multiple instances of the medication of interest. By constructing these into a timeline, we would be able to capture what the current state of the medication prescription may be. Furthermore, both our keyword-based features and curated n-gram pattern features, while effective at generating relevant phrases, would benefit from a more automated method to increase coverage. We leave this as future work to further increase recall. Another direction, which is an extension of the previous direction in encoding the current status of the medication is by adding a new label, ‘currently taking medication’ as well as constraints to help us classify whether the person has stopped taking the medication or not. We noticed that a person is not likely to take more than one or two medications at a same time, especially if it pertains to the same class of medication (although this is possible). By studying this constraint, we would be able to better classify whether the person has stopped taking the medication or not. Finally, we would like to investigate the

<table>
<thead>
<tr>
<th>Stop Taking</th>
</tr>
</thead>
<tbody>
<tr>
<td>was/VBD on/IN MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>have/VBP on/IN MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>had/VBD on/IN MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>got/VBD on/IN MEDICATION MEDICATION</td>
</tr>
<tr>
<td>ant/VBP off/RF MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>ve/VBP off/RF MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>was/VBD like/IN MEDICATION</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>have/VBP on/IN MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>ve/VBP on/IN MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>ant/VBP on/IN MEDICATION MEDICATION</td>
</tr>
<tr>
<td>started/VBD on/IN MEDICATION TEMPORAL WORD</td>
</tr>
<tr>
<td>m/VBP on/IN MEDICATION</td>
</tr>
<tr>
<td>go/VBD on/IN MEDICATION TEMPORAL WORD</td>
</tr>
</tbody>
</table>

TABLE VIII: Top 10 important curated n-gram pattern features found by the classifier
reasons for which a patient has stopped taking the medication. This would provide useful information to researchers working on healthcare problems or medical doctors on the type of medication the patient should be taking.
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